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Abstract—Detecting text and caption from videos is important
and in great demand for video retrieval, annotation, indexing, and
content analysis. In this paper, we present a corner based approach
to detect text and caption from videos. This approach is inspired
by the observation that there exist dense and orderly presences of
corner points in characters, especially in text and caption. We use
several discriminative features to describe the text regions formed
by the corner points. The usage of these features is in a flexible
manner, thus, can be adapted to different applications. Language
independence is an important advantage of the proposed method.
Moreover, based upon the text features, we further develop a novel
algorithm to detect moving captions in videos. In the algorithm, the
motion features, extracted by optical flow, are combined with text
features to detect the moving caption patterns. The decision tree is
adopted to learn the classification criteria. Experiments conducted
on a large volume of real video shots demonstrate the efficiency and
robustness of our proposed approaches and the real-world system.
Our text and caption detection system was recently highlighted in
a worldwide multimedia retrieval competition, Star Challenge, by
achieving the superior performance with the top ranking.

Index Terms—Caption detection, Harris corner detector, moving
caption, optical flow, text detection, video retrieval.

I. INTRODUCTION

HE AMOUNT of archival multimedia data is increasing
dramatically with the extensive development of Internet
and the broad use of digital video hardware. The availability of
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large databases leads to vast potential demands for efficient al-
gorithms to retrieve, archive, index and locate desired content in
large volume of image and video data. During the past decade, a
lot of techniques have been put forward to extract the semantic
and content information from image and videos [1]-[3]. Among
the techniques, text detection based approaches are of particular
interests to many applications due to the rich information con-
tained in text and caption [4]-[8]. Specially, text and caption
in images can provide direct high level semantic information
such as program name, speaker name, speech content, special
announcements, data, time, scene location, sports scores and so
forth. These information usually is hard to acquire from other
high level image features like human action, face, scene and ve-
hicles, etc. Texts from images also enable useful real-world ap-
plications such as automatic annotation and indexing of images
[9].

However, detecting text from videos is a challenging task
which often suffers from appearance variations of text, low con-
trast and complex background [6]. Most existing approaches can
be generally classified into three categories [4], [8], namely, fex-
ture based methods, connected component based methods, and
edge based methods. Texture based methods [6], [7], [10]-[12]
treat the text region as a special type of texture with distinct tex-
tural properties that can distinguish them from the background.
The techniques that are used to extract texture features include
support vector machine (SVM) [6], Wavelet [12], FFT [13], spa-
tial variance [10], and neural networks [4], [5], [14], etc. Texture
based approaches are efficient in dealing with complex back-
ground with dissimilar textual structure to the text regions. But
the computational complexity restricts its applications in large
databases.

Connected component based methods [15]-[17] segment
an image into a set of connected components and succes-
sively merge the small components into larger ones. The final
connected components are classified as text or background
by analyzing their geometrical characteristics. This approach
is built on the basic assumption that the text is represented
with a uniform color, therefore, it sometimes appears with
the color feature together [18]. While they are efficient when
the background mainly contains uniform regions, this kind
of approaches encounter difficulties when the text is noisy,
multicolored and textured.

Edge based methods [19]-[23] utilize the structural and ge-
ometry properties of character and text. Since characters are
composed of line segments and text regions contain rich edge in-
formation, usually, an edge extractor is applied for the edge de-
tection and a smoothing operation or a morphological operator
is used in the merging stage [8]. This kind of methods are effec-
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Fig. 1. Framework of our text and moving caption detection system.

tive in detecting text regions when the other parts in the image
do not have too many strong edges. But for the scenario where
the background has similar strong edge distributions as the text
regions, they are not robust enough for a reliable performance.

Actually, in order to efficiently detect texts, we need to an-
alyze the discriminative properties of text and its basic unit,
character. As the special content in visual media, text and char-
acter originally are created to record and spread human ideas
in writing systems.! They are printed in the visual media such
as paper and screen, therefore, the readability is a basic require-
ment. Observing the structure of characters, no matter what lan-
guage in consideration, we can find that there are many corners
within the character especially in the array of characters. Taking
along rich visual information, these salient points can attract
readers’ attention to a large extent.

In this paper, we propose a novel corner based approach to de-
tect text and captions in video frames.2 In nature, our approach
is inspired by the observation that there exist dense and orderly
presences of corner points in characters, especially in text and
captions. In the most related work [25], the corners and edges
are combined to locate the text regions in video frames. Al-
though corner features are also introduced into text detection
in [25], further analysis and description to the shape properties
of detected regions are deficient. Our approach is quite different
from the existing techniques. We propose to describe the text
regions with the discriminative features, from which the non-
text regions formed by the corner points appeared in the back-
ground can be filtered out efficiently. The flexibility of the fea-
ture extraction schemes allows smooth adaption of our approach
to different applications and databases. Especially, language in-
dependence is an important advantage of our method.

Based upon the proposed text detection approach, we spe-
cially develop a novel method to detect moving captions in
videos. In the algorithm, the motion features, extracted using
optical flow, and text features are combined to detect the
moving captions appeared in the video shots. The framework
of our text and moving caption detection system is illustrated
in Fig. 1. It consists of three main parts. Corner detection and
feature description are the core parts, by which the text regions
in static images are detected and located. The other two parts
are serving for the moving caption detection. Optical flow based
motion feature extraction describes the motion characteristic
of the key frames within the video shots. The part for the
combination of text feature and motion feature outputs the final
detection results of moving captions.

A writing system is a type of symbolic system used to represent elements or
statements expressible in language [24].

2In this paper, caption is a kind of text actually. Caption is specially pointed
out here as it is the most frequent text pattern compare to other text patterns.

Experiments conducted on a large volume of real video shots
demonstrate the efficiency and robustness of our proposed
approaches and the real-world system. It is worth mentioning
that our prototype system was tested in the Star Challenge, a
multimedia retrieval competition comprising over fifty teams
from around the globe. We got the first and second place in the
consecutive elimination rounds for the video retrieval tasks,
respectively.

The remaining of this paper is organized as follows. We in-
troduce the corner based features and criteria for text detection
from static images in Section II. The algorithms for moving
caption detection is described in Section III. The experimental
results on different videos in a large database are shown in
Section IV. We finally conclude the paper in Section V.

II. FEATURES FOR TEXT DETECTION

In this section, we describe the features for text detection in
videos. We choose the corner points as the essential feature by
viewing the following three-fold advantages of corner points for
text detection.

1) Corners are frequent and essential patterns in text regions.
As an image feature, corner is more stable and robust than
other low level features. Therefore, the impacts of back-
ground noises can be eliminated to a large extent.

2) The distributions of corner points in text regions are usually
more orderly in comparison to the nontext regions. There-
fore, the unordered nontext corner points can be filtered out
according to our designed features.

3) The usage of corner points generates more flexible and ef-
ficient criteria, under which the margin between text and
nontext regions in the feature space is discriminative.

In our algorithm, we use Harris corner detector to extract the
corner points from images. We extract and describe the features
by computing the shape properties of the regions containing the
detected corner points. These shape properties are used to con-
struct the basic criteria to detect text and captions. The flexibility
of the criteria allows the adaption of our algorithm to different
applications.

A. Corner Points Extraction

Corner points are the image features that are usually more
salient and robust than edges for pattern representation.
Corner detection is frequently used in motion detection, image
matching, tracking, image mosaicking, 3-D modeling and
so forth. A corner can be defined as the intersection of two
edges or a point where there are two dominant and different
edge directions in a local neighborhood of the point. In our
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implementation, we use Harris corner detector [26] to extract
the corner points.

The Harris corner detector is a popular interest point detector
due to its strong invariance to rotation, scale, illumination vari-
ation, and image noise [27]. It is based upon the local auto-cor-
relation function of a signal, which measures the local changes
of the signal with patches shifted by a small amount in different
directions. Suppose we have a gray scale 2-D image I. Consider
taking an image patch over the window W (u,v) and shifting it
by (6, 6y). The change produced by the shift is given by

B(sw,6y) = Y [+ 82,0 +6y) — I(w, o). ()
w
The shifted image is approximated by a Taylor expansion trun-
cated to the first-order terms

I(u+ 6,04 68y) = I(u,v) + [Lo(u, v) I,(u,0)] [z 6y]" (2)

where I, and I, denote the partial derivatives in z and y di-
rections, respectively. Substituting approximation (2) into (1)
yields

E(bx,8y) = [ox  6y|Clsx  by]" 3)
where the Hessian matrix C captures the intensity structure of
the local neighborhood

%;(lz(uyv))Q %;Ix(u,v)fy(uw)
> Lu(u, 0) 1y (u, ) %;(Iy(uw))Z

w

C= “4)

Let A1, Ao be the eigenvalues of matrix C. The eigenvalues form
a rotationally invariant description. If both A; and A, are large
and distinct positive values, a corner is determined as a detec-
tion target. In this scenario, the local auto-correlation function
is sharply peaked and the shifts in any direction will result in a
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Fig.3. Area feature of the regions. (a) Corner points superimposed on the orig-
inal image. (b) Top three regions measured with area feature.

significant increase. To avoid the explicit eigenvalues decompo-
sition, Harris and Stephens [26] design the response function

fr= MM — (A1 4+ X2)? = det C — strace’(C)  (5)

where k is a tunable sensitivity parameter. As a measurement,
fr is positive in the corner region, negative in the edge region,
and small in the flat region.

In Fig. 2, we show some image samples with detected corner
points. It can be seen that the corners are the most frequent con-
current patterns in text and captions.

B. Feature Description

After extracting the corner points, we need to compute the
shape properties of the regions containing corner points, so that
the system can make the decision to accept the regions as text
or not. To this end, we firstly perform image morphology dila-
tion on the binary corner image. In doing so, the separate corner
points that are close to each other can be merged into a whole
region. In the text and captions, the presence of corner points
are dense because characters do not appear alone but together
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(a)

Fig. 4. Saturation feature of the regions. (a) Text region and nontext region with different R, values. (b) Nontext regions with large R, value and small R, value.

with other characters and usually regularly placed in a hori-
zontal string. Therefore, the text can be effectively detected by
figuring out the shape properties of the formed regions. It should
be pointed out here that dense corners may also appear in the
nontext regions but they usually are unordered and can be fil-
tered out using our designed features.

We use the following five region properties as the features to
describe text regions: area, saturation, orientation, aspect ratio
and position. For the convenience of description, we represent
the five features as R,, Rs, R,, R.s and R., respectively. An-
other feature need to be clarified here is the bounding box. We
define the bounding box as the smallest rectangular that com-
pletely encloses the corner points formed regions.

1) Area: The area of aregion is defined as the number of fore-
ground pixels in the region enclosed by a rectangle bounding
box, see Fig. 3. Area is the basic feature for text detection. The
small regions generated by the disorderly corner points can be
easily filtered out according to the area measurement. Here, we
define the disorderly corner points as those distributing ran-
domly and irregular in image frames, therefore, will be hard
to describe them with some criteria. In Fig. 3, we display the
top three regions measured by the area. Except for the biggest
one, another two regions are actually formed by nontext corner
points, which can be easily discarded by measuring their areas.

2) Saturation: In our context, the saturation specifies the pro-
portion of the foreground pixels in the bounding box that also
belong to the region, which can be calculated by

By

R, =
s Rp

(€ (0,1))

where Rp represents the whole region enclosed by the bounding
box. This feature is very important for the cases where the non-
text corner points can also generate the regions with relative
large R, values. Although with improper large R,, but fortu-
nately, this kind of regions usually have small R value origi-
nated from the disorderly distribution of detected corner points.
Therefore, we can filter out the regions with the saturation fea-
ture. From Fig. 4, we can observe obvious difference of the sat-
uration feature between text regions and nontext regions. In the
interior of nontext regions, there are much more background
pixels than the text regions.

3) Orientation: Orientation is defined as the angle (ranging
from —90° to 90°) between the x-axis and the major axis of
the ellipse that has the same second-moments as the region. In
Fig. 5, the red ellipses illustrate the orientation of the regions.

(@) (b)

Fig. 5. Orientation feature of the regions. (a) Corner points superimposed on
the original image. (b) Text and nontext regions with different orientation angles.

(a) (b)

Fig. 6. Position information for the text regions. (a) Corner points superim-
posed on the original image. (b) Two text regions at the bottom with different
position information. The lowest one is caption and another is the introductory
text region.

This feature is useful where the nontext regions have relative
large R, and small Ry, as displayed in Fig. 4(b). It can be flex-
ibly used in caption detection because the regular distribution of
corner points in caption generates small |R,,| values.

4) Aspect Ratio: Aspect Ratio of a bounding box is defined
as the ratio of its width to its height. In videos, text and captions
usually are placed regularly along the horizontal axis. There-
fore, a relative large R.s value indicates more the presence of
captions than a small value. We can utilize this characteristic to
filter out some of the false alarms.3

5) Position: We describe the position of a region with its
centroid. The position information can be used to locate the text
regions with specific type and style. For example, position is
important to differentiate the captions from other text regions
because captions are usually put at the bottom of the image, such
as Fig. 6.

3In this paper, a false alarm occurs where a nontext object exceeds the detec-
tion criteria and is identified as a text object.



794

IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 20, NO. 3, MARCH 2011

? alo !Zto'
=ﬁamlul =

it —
ﬁ\! 2/ l\ ;L'fgf(_r

e
dolomulll

Fig. 7. Our designed features for text detection are language independent. The first row shows the detected Korea and English text from the original image and
the second row shows the Japanese and Chinese text. In the third row, the detected Arabic is shown.

Generally, we combine the previously mentioned five fea-
tures to detect text and captions and filter out the false alarms.
The flexibility of these features allow effective adaption of our
algorithm to different applications. For example, these features
can be used to train the classifiers and learning algorithms to
find discriminative criteria automatically for different datum
and applications. In this work, we did not use the learning based
methods to determine feature parameters automatically because
labeling the data in such a large database is very tedious and
time consuming work. It is also worth noting that our corner
formed features are language independent and can be used in
the multilingual scenario. It can be seen in Fig. 7.

III. MOVING CAPTION DETECTION

For some applications, detecting moving text and captions
from videos is very important. For example, usually at the end of
a movie or TV program, there appear the movie closing credits.
A lot of useful information, such as the names of impersonators,
the sponsors, the music producer and some advertisement re-
lated content, can be found in these captions. In content based
video retrieval and classification, moving caption detection can
also play an important role. In this section, we propose an ap-
proach to detect moving captions based upon the combination
of text features introduced in Section II and motion features
computed using optical flow. We apply the features to classify
videos using decision tree method. The experimental results in
Section IV verify the efficacy of our features and algorithm.

A. Optical Flow Based Motion Feature Extraction

In this paper, we use optical flow as our motion features. Here
optical flow estimation is used to compute an approximation to
the motion field from intensity difference of two consecutive
frames.

There are several methods to implement optical flow esti-
mation. In our implementation, we choose the multiresolution
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Lucas-Kanade algorithm [28], [29], in which there are four main
components:

1) Gaussian pyramid construction;

2) motion estimation by Lucas-Kanade algorithm;

3) image warping;

4) coarse-to-fine refinement.
Lucas-Kanade algorithm makes use of the spatial intensity gra-
dient of the images to find a good match using Newton—Raphson
iteration. More detailed introduction about this algorithm can be
found in [28], [29]. In order to preserve the spatial-temporal in-
formation as much as possible, we extract the optical flow fea-
ture every five frames for the test videos. These frames are called
key frames in the following paragraph.

B. Feature Combination

Before combining the features, we first extract the text
bounding box and optical flow for every key frames of each
video shot. Then for each pixel on the key frames, we extract
two kinds of features:

1) a binary value, which records whether this pixel is within

a text region Oor not;

2) a motion vector of this pixel.

The two features are combined by multiplying. That is, if a pixel
belongs to a text region, we record the feature of this pixel by
its motion vector; otherwise, we record the feature of this pixel
by a zero vector.

This process is shown in Fig. 8. Fig. 8(a) and (e) show the
sample frames of input videos containing moving captions.
Fig. 8(b) and (f) are the results of text detection for the original
frames. The optical flow estimation of the original frames and
the consequent frames are shown in Fig. 8(c) and (g). Actually,
the output of optical flow estimation is a motion vector. In
the figures, this motion feature vector is represented by the
color image. Speed is represented by intensity and the motion
orientation is represented by hue. In Fig. 8(c) and (g), the
color of region containing text is green because the captions
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Fig. 8. Feature combination for moving caption detection. (a), (e) Sample original frames of the input videos. (b), (f) Results of text detection. (c), (g) Optical
flow estimation of the original frames. (d), (h) Combination of motion feature and text features.

are moving upward which is described by green color in our
representation. Fig. 8(d) and (h) show the combination results
of Fig. 8(b), (f), (c), and (g), respectively.

C. Decision Tree for Caption Classification

Based upon the moving text features, some machine learning
algorithms can be used to detect the moving captions. This is a
two class classification problem. In this work, we use the deci-
sion tree as the classification algorithm.

Decision tree is a widely used method which works by par-
titioning the feature space into a set of rectangles and then as-
signing a simple model (e.g., a constant) in each one. There are
several tree-based frameworks and we choose CART [30] in this
work. This algorithm includes two main steps: grow the tree, and
then prune the tree. The nodes of the tree are set by candidate
feature summaries of each video. These features are statistical
properties of area or position of the moving text. We use 10-fold
cross-validation in our training data to find the best size of the
tree and prune the tree in this best size.

In order to use the decision tree efficiently, moving text fea-
tures of each video should be summarized by a feature vector.
However, the features we are using are based upon each key
frame rather than a video. Then how to summarize these image-
based features into a feature vector which can be used to rep-
resent a video will be a problem. Fortunately, the advantages
of decision tree allow us to try various statistical properties of
image based features and the decision tree can choose the ap-
propriate ones automatically. In our experiments, we have tried
several statistical properties such as the mean and variance of lo-
cations of moving texts, mean and variance of speed of moving
texts. And at last we find the most effective feature, total area
of texts moving in the main direction. Therefore, we generate
a one node decision tree, by which the threshold to distinguish
moving captions is determined.

The procedure to extract total area of texts moving in the main
direction is described as follows. Firstly, we quantize the image
based motion features into four directions: upward, downward,
rightward, and leftward. This quantization is made under the
consideration that texts usually move in these four directions.
Second, we measure the total area of moving texts in these direc-
tions, respectively. The direction with the largest area of moving
text is considered as the main direction of this video shot. The
total area of moving texts in this direction is the feature used
in the decision tree. This feature is based upon two important
properties of moving texts:

1) the direction of moving text is stable;

2) the total area of the moving text is usually much larger than
the area of subtitles.

IV. EXPERIMENTS

We evaluate the proposed text and caption detection ap-
proaches on the data set provided by the sponsor of the
multimedia retrieval competition, Star Challenge. The content
of the data set ranges over movie segments, TV news, other
TV programs and so forth. The videos are encoded in MPEG
format with a resolution of 352 x 288. The original videos are
segmented as separate shots. We extract one real key frame
and eight pseudo key frames from each shot. The format of the
extracted images is JPEG. In the experiments, our text detection
approach is tested in both static and dynamic scenario. The
performance evaluations are carried out not only in image
frames but also in video shots. The moving caption detection
algorithm is designed for the dynamic scenarios, therefore,
evaluated just on the video shots.

In the video retrieval tasks of this global competition, there
are several classes of queries, such as the introductory caption
and the moving ending credit, which are heavily dependent
upon the results of text detection. In the consecutive elimination
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TABLE I
RANGE OF THE FEATURE VALUES FOR BOTH TEXT AND NON-TEXT REGIONS
Feature R, (Pixel) Ry R, (Degree) Ras Rc
Text > 1000 [0.6,1] [—10°,10°] > 2 | > 0.5H (for caption)
Non-text [100,20000] | [0.2,0.5] | [—90°,—20°] U[20°,90°] <2 —

\

A
iy 9
AW g 4 oy
LEONG MENG Kit' & =l - ALVINA TEH, 22
Chinese Physician y Undergraduate
Eu Yan Sanq M

() (b)

©) (d)

Fig. 9. Image samples of (a), (b) missing frames and (c), (d) false alarm frames for the category of introductory caption.

rounds including previous text detection related video retrieval
tasks, we took the first and second place, respectively.

A. Static Text and Caption Detection

In the static setting, the locations of text and captions in im-
ages are fixed and have no temporal motions. We conduct the
experiments mainly on the data set with category label called
introductory caption. In this category, there are 842 video shots
and 7578 image frames in total. There is at least one key frame
in a video shot with the captions on it.

In our algorithm, there are two important parameters need to
be set carefully. One is the size of mask performing image dila-
tion. Another is the threshold for corner points detection. Basi-
cally, these two parameters are determined by the resolution and
quality of the videos. In our evaluation, the mask size and the
corner threshold are set as 20 x 20 and 0.2, respectively. Under
this setting, the general range of feature values for both text and
nontext regions are summarized in Table I, where H means the
height of the image. Because the captions usually appear in the
bottom half of the image, the R, is taken as 0.5H. According
to the value range, we can make the criteria to detect text and
caption flexibly. We use all the five features in the experiments.
Generally, we hope to detect as many text regions as possible
with a reasonable precision, then remove the false alarms by
adopting more strict criteria, which are usually determined by
the applications.

We use recall and precision as the metrics to evaluate the
performance. The results are summarized in Table II. Our ap-
proach detects 798 shots and misses 44 shots. Because all of
the shots contain the text and captions, the false alarm is 0.
At the frame level, we detect 4289 frames containing text and
captions in total with 290 false alarms in it. There are 3289
fames that are recognized as noncaption frames. The number of
missing frames is 625. The missing detection is mainly caused
by the blur and low contrast quality of text regions, where corner
points are seldom detected [see Fig. 9(a)]. Another reason for
the missing frames is that the text region and nontext region
are connected occasionally, therefore, the shape properties of

the text region are changed. In Fig. 9(b), the caption region en-
closed by the blue rectangle is not recognized as introductory
caption because the Ry feature is not qualified. In the experi-
ments, the number of false alarms is relatively small and most
of them are caused by the semantic confusion of the category
labels. In Fig. 9(c) and (d), although the texts are correctly de-
tected, the frames are identified as false alarms because their
labels are not introductory captions. Fig. 10 shows some image
samples with the bounding box of detected text and captions.

To further evaluate our approach, we make comparisons with
texture based approach. The selected benchmark approach is an
SVM based approach [6], in which SVM is used to determine
whether the input texture pattern represented by the intensities
of raw pixels is text or not. We randomly select 300 images
from the category of introductory caption as the initial training
samples while others as test samples. Nontext training examples
are collected from 200 nontext images in other categories. The
size of scan window is set as 13. The results of comparison
are shown in Table III. Our approach outperforms a little bit on
precision than the texture based approach because the number
of false alarm frames is smaller. However, the performance of
texture based approach on recall rate is much better than our
approach. This is because the additional training process makes
the SVM recognize more textual patterns than our approach.
Therefore the number of missing samples is reduced. As far as
the computational cost is concerned, our approach outperforms
almost 15 times than the texture based approach. This is because
the SVM based approach needs to scan the images with a sliding
window and then input the features to SVM to determine its
label. Hence, the time cost is more expensive compared to our
approach. The average time spent on each image frame is 0.25
s on a computer with Pentium 4 CPU, 3G Hz clock speed and
1G memory using un-optimized Matlab code. This advantage is
very important when handling large scale data set.

B. Moving Caption Detection

For the experiments of moving caption detection, in total
1593 video shots are involved in the training and testing
process. They are labeled into two categories: 1) videos contain
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Fig. 10. Image samples with the bounding box of detected text and caption.

TABLE II
PERFORMANCE OF THE STATIC TEXT AND CAPTION DETECTION
Hits Misses | False alarms | Precision Recall
Shot 798 44 0 1 94.77%
Frame 3999 625 290 93.24% 86.48%
TABLE III

PERFORMANCE COMPARISON BETWEEN OUR APPROACH AND
TEXTURE BASED APPROACH

Precision Recall Time cost (sec. /frame)
Our approach 93.24% | 86.48% 0.25
Texture based 91.35% | 93.10% 3.80

moving captions and 2) videos have no moving captions. There
are 45 video shots in category 1) and 1548 video shots in
category 2). The data set is divided into two parts evenly. Half
of the video shots are used for training and another half for
testing. Because the numbers of the video shots in these two
categories in training set are extremely biased (22 versus 774),
we further sub sample category 1) with factor 10 to make the
number of training samples in category 1) and 2) are in the
same scale (22 versus 78). These training samples are then used
to determine the threshold of training features using decision
tree, as described in Section III.

For moving caption detection, we have to consider the affect
from background. We differentiate background and caption by
speed and direction of the optical flow. We only calculate op-
tical flow in four directions, namely, left, right, up and down. It
is reasonable because caption seldom moves along other direc-
tions in a movie or TV program. However, the background may
move towards all directions. Even if the directions are the same,
the moving speed of caption is fixed but that of background is
often random. We can also utilize this phenomenon to differen-
tiate background and caption.

Table IV shows the confusion matrix of the detection result
by applying the threshold learned from the training data. The

TABLE IV
CONFUSION MATRIX OF THE MOVING CAPTION DETECTION

Video without moving caption | Video with moving caption

Video without moving caption 95.3% 4.6%

Video with moving caption 8.7% 91.3%

remaining 797 video shots are used as the test samples. It can
be seen that the detection ratio of moving captions is over 90%.
But the miss-detection ratio (8.7%) of moving caption shots is
much higher than that (4.6%) of the nonmoving caption shots.
Most of this situation is caused by the blurred image in which the
corner points can not be effectively detected. Another reason is
that sometimes the motion direction of the captions is irregular
and the moving speed is too fast.

V. CONCLUSION

We have developed an automatic video text and caption de-
tection system. Viewing the corner points as the fundamental
feature of character and text in visual media, the system detects
video text with high precision and efficiency. We built up sev-
eral discriminative features for text detection on the base of the
corner points. These features can be used flexibly to adapt dif-
ferent applications. We also presented a novel approach to detect
moving captions from video shots. Optical flow based motion
feature is combined with the text features to detect the moving
caption. Over 90% detection ratio is attained. The results are
very encouraging. Most of the algorithms presented in this paper
are easy to implement and can be straightforwardly applied to
caption extraction in video programs with different languages.
Our next focus will be on the word segmentation and text recog-
nition based on the results of text detection.
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